
Strong orientation of a connected graph for a crossing family

Ahmad Abdi, Mahsa Dalirrooyfard, Meike Neuwohner

Department of Mathematics, London School of Economics and Political Science,
Houghton Street, London, WC2A 2AE, England, United Kingdom

November 20, 2024

Abstract

Given a connected graph G = (V,E) and a crossing family C over ground set V such
that |δG(U)| ≥ 2 for every U ∈ C, we prove there exists a strong orientation of G for C,
i.e., an orientation of G such that each set in C has at least one outgoing and at least one
incoming arc. This implies the main conjecture in Chudnovsky et al. (Disjoint dijoins.
Journal of Combinatorial Theory, Series B, 120:18–35, 2016).
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1 Introduction

A set collection C ⊆ 2V is called a crossing family over the ground set V if U ∩W,U ∪W ∈ C
for all sets U,W ∈ C that cross, i.e., U ∩W 6= ∅ and U ∪W 6= V . Given a graph G = (V,E)
and a crossing family C over ground set V , a strong orientation of G for C is an orientation−→
G of the edges of G such that δ+−→

G
(U), δ−−→

G
(U) 6= ∅ for every U ∈ C. In this note, we prove the

following theorem by using tools from integer programming and combinatorial optimization.

Theorem 1. Let G = (V,E) be a connected graph, and let C be a crossing family over ground
set V such that |δG(U)| ≥ 2 for all U ∈ C. Then there exists a strong orientation of G for C.

The connectivity of G is crucial for this theorem, and without it the theorem would not
hold. For example, let G = (V,E) be the graph displayed in Fig. 1a whose edges correspond to
the solid lines, and let C be the family of all nonempty proper vertex subsets with no incoming
dashed arc. (This is derived from the example in [9].) Then C is a crossing family, |δG(U)| ≥ 2
for all U ∈ C, and it can be readily checked that there is no strong orientation of G for C.

Theorem 1 proves one of the conjectures in Chudnovsky, Edwards, Kim, Scott and Sey-
mour [3] (Conjecture 2.1). In that conjecture, G is a tree, and C = {∅ 6= U ( V : δ−D(U) = ∅}
for some digraph D over vertex set V (such a family is always crossing).

Our motivation for studying this problem stems from Woodall’s conjecture [14] and Ed-
monds and Giles’ attempt [6] to extend this to the weighted setting. Let us elaborate.
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(a) An example showing Theorem 1 does not
extend to disconnected graphs. G is the graph
on the solid edges, and C is the family of
nonempty proper vertex subsets with no in-
coming dashed arc.

(b) Schrijver’s example [9]. Dashed arcs have
a weight of 0, solid arcs have a weight of 1.
Every dicut has weight at least 2, but there are
no disjoint dijoins among the weight-1 arcs.

Figure 1: An example showing that Theorem 1 does not extend to disconnected graphs (left)
and Schrijver’s example (right).

A weighted digraph is a pair (D = (V,A), w), where D is a digraph and w ∈ ZA≥0. Given

a digraph D = (V,A) and U ⊆ V , we define δ+D(U) := {(u, v) ∈ A : u ∈ U, v ∈ V \ U} to be
the set of outgoing arcs of U , and we let δ−D(U) := {(v, u) ∈ A : u ∈ U, v ∈ V \ U} denote the
set of incoming arcs of U . We let δ(U) := δ+(U) ∪ δ−(U). If D is clear from the context,
we might omit the subscript D and just write δ+(U), δ−(U) and δ(U), respectively. For a
vertex v, we write δ+/−(v) := δ+/−({v}) and δ(v) := δ({v}). A dicut in D is a directed cut
of the form C := δ+(U), where ∅ 6= U ( V such that δ−(U) = ∅. A subset J ⊆ A is a dijoin
if its contraction renders G strongly connected. Equivalently, J is a dijoin if and only if J
intersects every dicut. The latter characterization implies that the maximum number ν of
pairwise disjoint dijoins in D is upper bounded by the minimum size τ of a dicut. Woodall’s
conjecture [14] asserts that τ = ν. While it is known that if τ ≥ 2 then ν ≥ 2, Woodall’s
conjecture remains wide open in general, even if τ = 3 and the digraph is planar.

Abdi, Cornuéjols and Zlatin [2] have shown that the arcs of D can be partitioned into a
dijoin and a (τ−1)-dijoin, which by definition intersects every dicut at least τ−1 times; see [1]
for a short proof. Recently, by extending an idea of Shepherd and Vetta [12], Cornuéjols, Liu
and Ravi [5] have shown that ν ≥ τ/6.

Edmonds and Giles [6] proposed a weighted version of Woodall’s conjecture: Given a
weighted digraph (D = (V,A), w) and τw ∈ Z≥0 such that the minimum weight of a dicut is
at least τw, do there exist dijoins J1, . . . , Jτw such that for every arc a ∈ A, |{i ∈ [τw] : a ∈
Ji}| ≤ w(a)? Note that by introducing parallel arcs for arcs of nonzero weight, it suffices to
consider weight vectors w ∈ {0, 1}A; hence, we will assume that all weights are either 0 or 1
in the sequel.

The Edmonds-Giles conjecture was refuted by Schrijver [9], providing a counterexample for
τw = 2 (see Fig. 1b). In this example, the weight-1 arcs form three distinct weakly connected
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components.
The main conjecture in [3] (Conjecture 1.4) is that the Edmonds-Giles conjecture is true

for τw = 2 if the weight-1 arcs form a spanning weakly connected subdigraph. They proved
this conjecture in two special cases: when D is planar, and when the weight-1 arcs form
a subdivision of a caterpillar. The proofs of these two cases, which are quite different and
purely graph theoretic in nature, are technical and sensitive to extension. For example, even
in the case when D is planar, it was unknown prior to this work whether one could drop the
‘spanning’ condition on the subdigraph of the weight-1 arcs (see step 2 in Section 4).

In this note, we verify the conjecture of [3] as a consequence of Theorem 1. A bridge in
a graph is an edge whose deletion increases the number of connected components. A graph
is bridge-connected if all its bridges, if any, belong to the same connected component. In
particular, adding an isolated vertex or a disjoint 2-edge-connected graph does not affect
bridge-connectivity. A digraph is weakly bridge-connected if its underlying undirected graph
is bridge-connected. We prove the following.

Theorem 2. Let (D = (V,A), w) be a weighted digraph with w ∈ {0, 1}A, where the weight of
every dicut is at least 2. If the weight-1 arcs form a weakly bridge-connected subdigraph, then
there exist two disjoint dijoins of D contained in the weight-1 arcs.

This theorem extends a result of [12] (Theorem 1.10), which proves the above in the case
when every connected component of the underlying undirected graph of the weight-1 arcs is
2-edge-connected.

The remainder of this paper is organized as follows: In Section 2, we recap some basic
notions and known results from combinatorial optimization and the theory of linear and integer
programming that we will rely on to establish the two theorems. The proofs of Theorem 1
and Theorem 2 are given in Section 3 and Section 4, respectively. Section 5 discusses the
limitations of our techniques and the challenges one faces when trying to extend our approach
to the case of two weakly connected components formed by the weight-1 arcs. We conclude
with two conjectures in Section 6.

2 Preliminaries

Transshipments in digraphs. Let D = (V,A) be a digraph and let b ∈ RV with b(V ) = 0.
A b-transshipment is a vector y ∈ RA with y(δ+(v)) − y(δ−(v)) = bv for all v ∈ V . There
is a classical result providing a necessary and sufficient condition for the existence of a b-
transshipment obeying given upper and lower bounds.

Theorem 3 (see [10], Corollary 11.2f). Let D = (V,A) be a digraph, let b ∈ RV with b(V ) = 0
and let `, u ∈ RA with ` ≤ u. Then there exists a b-transshipment y with ` ≤ y ≤ u if and only
if

b(U) ≤ u(δ+(U))− `(δ−(U)) ∀U ⊆ V. (1)

Moreover, if b, `, u are integral, then y can be chosen to be integral.

By setting ` := −∞ and u := +∞, it follows from Theorem 3 that there exists a b-
transshipment if and only if b(U) = 0 for every U ⊆ V with δ(U) = ∅. In particular, if D is
weakly connected, there always exists a b-transshipment.
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Crossing-submodular functions. Given a crossing family C, we say that a set function
f : C → R is crossing-submodular if

f(U ∩W ) + f(U ∪W ) ≤ f(U) + f(W ) ∀U,W ∈ C that cross. (2)

Note that the class of crossing-submodular functions over a fixed family C is closed under
addition. Classical examples of crossing-submodular functions include, for instance:

• Modular functions, i.e., functions of the form U 7→
∑

u∈U xu + c, where x ∈ RV and
c ∈ R.

• Functions of the form U 7→ c(δ+D(U)) or U 7→ c(δ−D(U)), defined on a crossing family
C ⊆ 2V , where D = (V,A) is a digraph and c ∈ RA≥0.

In particular, the second example shows that in every digraph D = (V,A), {∅ 6= U (
V : δ−(U) = ∅} and {∅ 6= U ( V : δ+(U) = ∅} constitute crossing families.

Linear and integer programming. Let A ∈ Qm×n and let b ∈ Qm. The system Ax ≤ b
of linear inequalities is called totally dual integral (TDI) if for every cost vector c ∈ Zn for
which max{c>x : Ax ≤ b} has an optimum solution, its dual min{b>y : A>y = c, y ≥ 0} has
an integral optimum solution. If the right-hand side b is integral and the system Ax ≤ b is
TDI, then the polyhedron P := {x : Ax ≤ b} is integral [6].

A system Ax ≤ b is called box-TDI if for every pair of integral vectors ` ≤ u, the system
Ax ≤ b, ` ≤ x ≤ u is TDI. In particular, every box-TDI system is also TDI. An example for a
box-TDI system is the intersection of two ‘base systems’, as stated formally below.

Theorem 4 (see [11], Theorem 48.9 and [7], §14.4). For i = 1, 2, let Ci be a crossing family
over ground set V , let fi : Ci → Z be a crossing-submodular function, and let k be an integer.
Then the system

x(V ) = k, x(U) ≤ fi(U) ∀i ∈ {1, 2}, ∀U ∈ Ci
is box-TDI, and therefore TDI.

3 Proof of Theorem 1

Let G = (V,E) be a connected graph, and let C be a crossing family such that |δG(U)| ≥ 2
for all U ∈ C. Let D = (V,A) be an arbitrary orientation of G. Our goal is to find a
strong re-orientation of D for C. We phrase this as the problem of finding an integral point in
the intersection of two submodular flow systems, which also happens to be a generalized set
covering system.

Let C1 := C and C2 := {V \ U : U ∈ C}. By definition, C1 is a crossing family, and it can
be readily checked that C2 is also a crossing family. Moreover, the functions fi : Ci → R, U 7→
|δ+D(U)| − 1 for i ∈ {1, 2}, are crossing-submodular. Consider the system

y(δ+D(U))− y(δ−D(U)) ≤ fi(U) ∀i ∈ {1, 2}, ∀U ∈ Ci; y ∈ RA. (3)
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This system can be rewritten as follows:∑
a∈δ−D(U)

ya +
∑

b∈δ+D(U)

(1− yb) ≥ 1 ∀i ∈ {1, 2}, ∀U ∈ Ci; y ∈ RA. (4)

We finish the proof in three steps.

1. D has a strong re-orientation for C if and only if (4) admits a 0, 1 solution; let us
explain. Given a 0, 1 solution y?, the digraph obtained from D after flipping the arcs
in {a ∈ A : y?a = 1} has at least one outgoing arc for each U ∈ C1 ∪ C2, implying in
turn that the new digraph is strongly connected for C. By reversing the implications we
obtain the converse.

2. If (4) has an integral solution ȳ, then it has a 0, 1 solution. To see this, define y? ∈ {0, 1}A
as follows: for each a ∈ A, y?a := 1 if ȳa ≥ 1, and y?a := 0 if ȳa ≤ 0. Then y? is also solution
to the system. Suppose for a contradiction that y? violates one of the inequalities, say
for some U ∈ Ci. Then y?a = 0 for all a ∈ δ−D(U), and y?b = 1 for all b ∈ δ+D(U).
However, this implies that ȳa ≤ 0 for all a ∈ δ−D(U), and ȳb ≥ 1 for all b ∈ δ+D(U), so∑

a∈δ−D(U) ȳa +
∑

b∈δ+D(U)(1− ȳb) ≤ 0, a contradiction to the feasibility of ȳ.

3. The system (3) has an integral solution. To see this, let x′ ∈ RV be given by x′v :=
1
2 · (|δ

+
D(v)| − |δ−D(v)|). Note that x′(V ) = 0. For every U ∈ Ci, we have

x′(U) =
1

2
·(|δ+D(U)|−|δ−D(U)|) = |δ+D(U)|− 1

2
·
(
|δ+D(U)|+ |δ−D(U)|

)︸ ︷︷ ︸
≥2

≤ |δ+D(U)|−1 = fi(U).

Thus, x′ is a feasible solution to the system

x(V ) = 0; x(U) ≤ fi(U), ∀i ∈ {1, 2}, ∀U ∈ Ci.

By Theorem 4, this system has an integral solution x̄. As D is weakly connected and
x̄(V ) = 0, there exists an integral x̄-transshipment ȳ ∈ ZA, by Theorem 3. As ȳ(δ+D(U))−
ȳ(δ−D(U)) = x̄(U) for all U ⊆ V , ȳ is an integral solution to (3).

The last step tells us that (3), and therefore (4), has an integral solution ȳ. By the second
step, the system also has a 0, 1 solution y?. By the first step, D has a strong re-orientation
for C, as required.

Note that the second step in the proof used crucially that every inequality involved in the
system (3) is a generalized set covering inequality, while the third step used crucially that the
system is the intersection of two submodular flow systems on a weakly connected digraph;
surprisingly, this system is TDI [1].

4 Proof of Theorem 2

Let (D = (V,A), w) be a weighted digraph with w ∈ {0, 1}A, where the weight of every
dicut is at least 2. Suppose the set A1 of the weight-1 arcs forms a weakly bridge-connected
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subdigraph. Our goal is to find two disjoint dijoins of D contained in A1. We proceed by
induction on |V |, and in three steps. The first two steps are routine, and the third step uses
Theorem 1 to prove the base case.

1. Suppose A1 contains a cycle C. We then contract C in (D,w) to obtain another weighted
digraph (D,w)/C; the weight of an arc that is not contracted remains the same. Clearly,
the minimum weight of a dicut of (D,w)/C remains at least 2, so by the induction
hypothesis, there exist two disjoint dijoins J1, J2 of D/C contained in the weight-1 arcs
of (D,w)/C. We then uncontract C, traverse the cycle in some order, denote by J ′1 ⊆ C
the set of arcs that agree with this order, and denote J ′2 := C \ J ′1. It can be readily
checked that J1 ∪ J ′1, J2 ∪ J ′2 are disjoint dijoins of D contained in A1.

2. Suppose V contains a node v0 that is not incident to any weight-1 arc. We then delete v0,
and add a weight-0 arc from every in-neighbor of v0 to every out-neighbor of v0.

1 Denote
by (D′, w′) the new weighted digraph. It can be readily checked that the minimum weight
of a dicut in (D′, w′) is at least 2, so by the induction hypothesis, we find two disjoint
dijoins J1, J2 of D′ contained in the weight-1 arcs of (D′, w′). It can be readily checked
that J1, J2 are also disjoint dijoins of D contained in the weight-1 arcs of (D,w).

3. We arrive at the base case where A1 contains no cycle, and the weight-1 arcs span every
vertex of D. As A1 forms a weakly bridge-connected subdigraph, it follows that the
underlying undirected graph of D1 := (V,A1) is a (spanning) tree. Let C := {∅ 6= U (
V : δ−D(U) = ∅}. Since every dicut of (D,w) has weight at least 2, it follows that
|δD1(U)| ≥ 2 for all U ∈ C. Thus, by Theorem 1, there exists a subset J ⊆ A1 such that
every set in C has at least one outgoing and at least one incoming arc in (A1 \ J)∪ J−1,
where J−1 is obtained from J after flipping each arc in the set. Subsequently, J and
A1 \ J are disjoint dijoins of D.

5 The case of two connected components

Given that in the counterexample to the Edmonds-Giles conjecture displayed in Fig. 1b, as
well as all other known counterexamples [4, 13], the weight-1 arcs form at least three weakly
connected components, it appears natural to ask whether Theorem 2 extends to the case where
the weight-1 arcs have at most two weakly bridge-connected components. The same argument
again allow us to restrict ourselves to the case where the weight-1 arcs form a spanning forest
with at most 2 weakly connected components.

The crux lies in finding ȳ. While we may obtain the vectors x′ and x̄ via the same reasoning
as before, the fact that D1 is no longer weakly connected means that there does not necessarily
exist an x̄-transshipment in D1 anymore. More precisely, such a transshipment exists if and
only if we additionally require x̄(V1) = x̄(V2) = 0, where V1 and V2 are the vertex sets of the
two weakly connected components of D1. Unfortunately, the system

x(V1) = x(V2) = 0; x(U) ≤ fi(U), ∀i ∈ {1, 2}, ∀U ∈ Ci (5)

1Note that this reduction does not necessarily preserve planarity, and so cannot be applied to drop the
‘spanning’ condition in ([3], Theorem 2.2).

6



is no longer TDI in general. Even worse, the polytope

{x : x(V1) = x(V2) = 0; x(U) ≤ fi(U), ∀i ∈ {1, 2},∀U ∈ Ci} (6)

does not even need to be integral; a counterexample is presented in Appendix A. While this
does not rule out the existence of an integral solution to (5), which would be sufficient for our
purposes, obtaining it lies beyond the scope of our techniques.

6 Strengthening sets for a crossing family

Let D = (V,A) be a digraph, and let C be a crossing family over ground set V . A strengthening
set of D for C is a subset J ⊆ A such that every set in C has at least one outgoing arc after
the arcs in J are flipped. We make the following conjecture.

Conjecture 5. Let τ ≥ 2 be an integer, let D = (V,A) be a weakly connected digraph, and let
C be a crossing family such that |δ−D(U)| + (τ − 1)|δ+D(U)| ≥ τ for all U ∈ C. Then A can be
partitioned into τ strengthening sets of D for C.

Observe that the inequality equivalently asks that |δD(U)| ≥ 2 for all U ∈ C, and |δ−D(U)| ≥
τ for all U ∈ C such that δ+D(U) = ∅. Both of these inequalities are necessary for A to be
partitioned into τ strengthening sets of D for C.

Conjecture 5 for τ = 2 is equivalent to Theorem 1. It is equivalent to Woodall’s conjecture
if C = {∅ 6= U ( V : δ+D(U) = ∅}. It becomes ([3], Conjecture 1.5) in the case where
C = {∅ 6= U ( V : δ+D∪D′(U) = ∅} for another digraph D′ over vertex set V . Finally, when
C = {U ( V : U 6= ∅}, we obtain the following conjecture that appears in an unpublished note
by Schrijver [8].

Given a digraph D = (V,A), a strengthening set is a subset J ⊆ A such that (D \J)∪J−1
is strongly connected.

Conjecture 6 ([8]). Let τ ≥ 2 be an integer, and let D = (V,A) be a digraph where every
dicut has size at least τ . Then A can be partitioned into τ strengthening sets.

It can be readily checked that if A is partitioned into τ strengthening sets, then it has τ
disjoint dijoins. Conversely, there is a digraph D′ such that every packing of τ dijoins of D′

yields a partition of A into τ strengthening sets of D [8].2 In summary, for a specific digraph,
the conjecture above is at least as strong as Woodall’s conjecture, while for all digraphs, the
two conjectures are equivalent.
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A An example where (6) is not integral.

Fig. 2b shows a weighted digraph (D,w) for which (6) has fractional vertices. It is obtained
from Schriver’s example by contracting one of the weight-0 arcs (see Fig. 2a). One example of
a fractional vertex is given by

x? := [1,−0.5, 1.5, 0, 1,−1,−1, 0.5,−1,−1, 0.5],

where the first entry corresponds to vertex 0, the second one corresponds to vertex 1, etc.
Feasibility of x? can be checked, e.g., via a computer-assisted brute force enumeration of all
subsets of the vertex set.

To certify that x? constitutes a vertex of (6), we provide the following list of 11 linearly
independent tight constraints:

x?({0}) = f1({0}) = 2− 1 = 1
x?({4}) = f1({4}) = 2− 1 = 1
x?({6}) = f2({6}) = −1
x?({8}) = f2({8}) = −1
x?({9}) = f2({9}) = −1

x?({3, 9}) = f2({3, 9}) = −1
x?({1, 2, 3, 8, 9}) = f2({1, 2, 3, 8, 9}) = −1
x?({2, 3, 4, 9, 10} = f1({2, 3, 4, 9, 10} = 3− 1 = 2

x?({0, 1, 2, 3, 4, 7, 8, 9, 10} = f1({0, 1, 2, 3, 4, 7, 8, 9, 10}) = 3− 1 = 2
x?({0, 1, 6, 10}) = x?(V1) = 0

x?({2, 3, 4, 5, 7, 8, 9}) = x?(V2) = 0
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(a) Schrijver’s example. The thick dashed
(red) arc of weight 0 is contracted to obtain
the example on the right.
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(b) A weighted digraph where the weight-1
arcs form two connected components and ev-
ery dicut has weight at least 2.

Figure 2: Schrijver’s example (left) and an example where (6) is not integral (right). Weight-
0/1 arcs are indicated by dashed/solid lines. For convenience, the vertices are numbered in
the right example.
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